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Abstract—Recent studies on ECG signals proved that they can
be employed as biometric traits able to obtain sufficient accuracy
in a wide set of applicative scenarios. Most of the systems
in the literature, however, are based on templates consisting
in vectors of integer or floating point numbers. While any
numerical representation is inherently binary, in here we consider
as binary templates only those codings in which similarity or
distance metrics can be directly applied to the for performing
identity comparisons. With respect to templates composed by
integer or floating point values, the use of binary templates
presents important advantages, such as smaller memory space,
and faster and simpler matching functions. Binary templates
could therefore be adopted in a wider range of applications with
respect to traditional ECG templates, like wearable devices and
body area networks. Moreover, binary templates are suitable
for most of the biometric template protection methods in the
literature. This paper presents a novel approach for computing
and processing binary ECG templates (HeartCode). Experimental
results proved that the proposed approach is effective and obtains
performance comparable to more mature biometric methods for
ECG recognition, obtaining Equal Error Rate (EER) of 8.58%
on a significantly large database of 8400 samples extracted from
Holter acquisitions performed in uncontrolled conditions.

I. INTRODUCTION

Biometric systems based on electrocardiogram (ECG) sig-
nals have recently been proposed in the literature. They present
important advantages with respect to traditional biometric
systems: cardiac signals are difficult to counterfeit since they
can only be acquired with specific devices; ECG signals can
only be acquired from living people; biometric recognition
methods can be adopted in cooperation with healthcare mon-
itoring systems without adding hardware costs; ECG signals
are continuously acquired by the sensors, allowing to design
continuous verification systems that require a low level of user
cooperation.

Most of the systems in the literature, however, are based on
feature extraction and matching algorithms adopting templates
composed by sets of integer or floating point numbers [1].
While any numerical representation is inherently binary, we
consider as binary templates only those codings in which
similarity or distance metrics can be directly applied to the
bits for performing identity comparisons.

Binary templates present important advantages since they
require less storage space and, in principle, they allow to
design matching functions requiring smaller computational
time. They could therefore enable the use of ECG recognition
systems in a wide range of applicative scenarios, encompassing
wearable devices [2], and body area networks [3].

Binary templates can also enable the adoption of template
protection strategies [4]–[6].

In the literature, there are studies on compression algo-
rithms for ECG signals [7], but they are not designed for
biometric recognition. Moreover, many studies do not aim to
obtain binary templates and the design of efficient identity
comparison methods based on the binary representations ob-
tained by most of the methods is then particularly complex.
In fact, most of these representations do not permit the use of
simple and fast distance metrics for estimating the similarity
between two templates.

At the best of our knowledge, there is only a study on
ECG recognition methods based on binary templates [8]. This
method, however, needs to store many samples during the
training phase since the feature extraction is based on Linear
Discriminant Analysis (LDA).

Differently, we propose a biometric recognition approach
based on simple knowledge on the mean QRS complex of
the population, which can be obtained once from sets of
samples not pertaining to the final users, allowing the use of
the proposed approach in a wider range of applications (e.g.
consumer applications based on low-cost and portable devices).

The proposed approach is based on a strategy similar to the
one commonly adopted in iris recognition systems [9], since
it is the one that obtained the best results in our experiments.

The main contribution of the paper is two-fold. First, we
present strategies to adapt feature extraction and matching al-
gorithms designed for iris recognition to ECG signals. Second,
we analyze the properties of the method on a significantly
large biometric database of Holter acquisitions performed in
uncontrolled conditions during a relevant time interval.

Similarly to [10], the proposed approach only considers
the QRS complex since it has been proved to be the part
of cardiac signals which changes less over time [11]. The
QRS complex represents the depolarization of the right and
left ventricles, and is the biggest complex of the ECG (with a
duration between 70 and 110 ms in a normal heartbeats).

The approach is able to use single lead ECG signals, but
obtains better accuracy using signals acquired from multiple
leads.

Since in iris recognition systems the binary templates are
usually called IrisCode, in the rest of the paper we refer to
binary templates computed from ECG signals as HeartCode.
An example of QRS signals extracted from three leads and the
corresponding template HeartCode are shown in Fig. 1.
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Fig. 1. Example of QRS signals related to three leads of a Holter acquisition
and corresponding template HeartCode: (a) lead 1; (b) lead 2; (c) lead 3; (d)
template HeartCode.

The obtained results are encouraging, giving the feasibility
of the biometric recognition results and the fact that the
properties of the HeartCode make it suitable for cryptographic
applications.

The paper is structured as follows. Section II describes
the related works. Section III presents the proposed method,
detailing all the steps of the implemented biometric recognition
system. The performed experiments and a comparison with
biometric recognition methods based on non-quantized tem-
plates are described in Section IV. Finally, Section V concludes
the work.

II. RELATED WORKS

Most of the studies on ECG signals in biometric systems
consider acquisitions performed by a single lead [12]. Other
studies use multiple leads in order to increase the recognition
accuracy [13], [14].

ECG recognition systems can also be based on fiducial or
non-fiducial features [15]. Systems based on fiducial features
extract points of interest within the heartbeat wave, called
fiducial points. Systems based on non-fiducial features do
not consider fiducial points and usually extract features in a
transformed domain (frequency or wavelet).

Another characteristic of ECG recognition systems consists
in the evaluated portion of the signal. Many recognition algo-
rithms use the full ECG signal [1]. Differently, other methods
use only the QRS complex [10], [16], [17] since it is the most
stable-in-time part of the signal.

Most of the methods in the literature build templates
composed by integer or floating point numbers. Examples of
features are the coordinates of fiducial points [15], portions of
the ECG signals [10], frequency characteristics [18].

With respect to templates composed by integer or floating
point numbers, binary templates present important advantages

in terms of computational efficiency and storage space. They
can also be easily adopted in template protection schemes [4]–
[6]. However, the use of binary templates is not always possible
with all the biometric traits since in many cases it might lead
to an unsatisfactory accuracy.

Most of the iris recognition systems are based to the binary
template IrisCode [9] since it permits to obtain high accuracy
with low computational time.

Biometric recognition methods using binary templates and
matchers based on the computation of the Hamming distance
between templates have also been studied for different biomet-
ric traits, like fingerprint [19] and palmprint [20].

In the literature, there are studies on compression methods
for ECG signals [7]. However, they are not designed to be
applied in biometric systems and do not permit to apply fast
and accurate matching algorithms based on simple similitude
metrics.

At the best of our knowledge, the only study on ECG
recognition systems based on binary templates is described
in [8]. The feature extraction is performed by the AC/LDA
method, which first computes autocorrelations of portions of
ECG signals with fixed time duration, and then performs a
dimensionality reduction using the LDA. The SPEC-Hashing
algorithm is then applied to the LDA coefficients. The match-
ing scores are finally obtained by computing the Hamming
distance between templates.

III. THE PROPOSED APPROACH

We propose a novel approach for ECG recognition able
to obtain fast identity comparisons based on compact binary
templates suitable for cryptographic applications and privacy
compliant biometric systems. The proposed template Heart-
Code requires a small amount of memory (150 bits in our
tests, with no additional compression) and is designed to be
applied in consumer applications like wearable devices and
body area networks. The method proposed in this work for
processing biometric templates is derived from the demodula-
tion technique used to compute the template IrisCode (widely
adopted in commercial iris recognition systems), and applied
for the first time to ECG signals acquired by multiple leads.
Similarly to [10], the proposed approach considers samples
with a fixed duration of ∆t seconds.

The structure of the proposed method is depicted in Fig. 2,
and can be divided into the sequent steps:

• preprocessing;

• heartbeat selection;

• template computation;

• matching.

A. Preprocessing

This step first performs a noise reduction and then extracts
a vector V of QRS signals from the ECG sample.

First, the noise introduced by the 50 Hz electrical compo-
nent is reduced by applying a notch IIR filter, and then the



Fig. 2. Schema of the proposed biometric recognition approach.

signal’s baseline is normalized using a Butterworth filter with
cutoff frequency of 0.5 Hz [21].

In order to obtain the vector V of QRS signals, a list
of the R fiducial points is extracted from the ECG signals
by using an automatic labeling software (Vision Premier,
SpaceLab-Burdick Inc.). For each detected heartbeat, the signal
representing the QRS complex is computed as a fixed time
window centered in R (from -50 ms to + 70ms), obtaining the
vector V . The use of fixed time windows is justified by the
fact that the temporal duration of the QRS complex does not
depend on the heart rate (if not very minimally). In fact, the
QRS complex is produced by the spread of the depolarization
front in the myocardial tissue, which is guided by a specialized
tissue (the Purkinje fibers). The length of our template was
selected to be 120 ms, in order to contain most of the QRS
complex (a QRS complex is pathologically wide when longer
than 0.12 s).

B. Heartbeat Selection

This step first computes a matrix Q composed by a
maximum of m QRS signals. The selected heartbeats are the
ones that present the maximum normalized correlation with
the mean QRS signal of V . The computation is performed by
using the iterative algorithm described in [10], [22].

For each lead i, the mean heartbeat µi is then estimated
from the matrix Qi of QRS signals. The signal µi is computed
as:

µi =

m
∑

j=1

Qi(j)/m. (1)

C. Template Computation

Templates can be computed considering only the QRS
signals or by applying a template normalization strategy for in-
creasing the recognition accuracy. The template normalization
strategy uses simple knowledge on the shape of the average
QRS complex of the population in order to extract more
discriminant features from the input signals.

Fig. 3. Phase-quadrant demodulation code [9].

1) Basic template computation algorithm: every signal
µi is transformed using quadrature 1D Log-Gabor wavelets
[9], [23]. Log-Gabor filters are used because they have 0
DC component for arbitrary large bandwidth. The frequency
response of a Log-Gabor filters is given as:

G(f) = exp

{

− [log (f/f0)]
2

2 [log (σ/f0)]
2

}

, (2)

where f0 is the center frequency, and σ represents the band-
width of the filter. The complex result obtained by convolving
the Log-Gabor filter with the signal µi is then converted to
a binary string Si by identifying in which quadrant of the
complex plane each resultant phasor lies. The coding scheme
is shown if Fig. 3.

The demodulation scheme produces two bits for each
signal’s sample. Each sting Si is therefore composed by 2 ns

bits, where ns is the number of signal’s samples of every QRS.

The template HeartCode H is finally computed as a binary
matrix of m rows, in which every row is a binary string Si.

2) Template normalization: the main idea of the proposed
method consists in using a signal representing the ideal average
heartbeat of the population to normalize the QRS signals
composing the HeartCode. The average QRS signal QRS
should be computed ones before using the proposed biometric
recognition method on a set of available ECG signals.

Given a set of nt samples, the average signal QRSi of
each lead is obtained by first estimating the mean heartbeat
µil of every sample l.

Every signal µil is then aligned to µi1 by applying a
cross-correlation approach. The average signal QRSi is then
obtained as:

QRSi =

nt
∑

l=1

µil/nt. (3)

During the enrollment and verification / identification
phases, the signal µi is first aligned to QRSi by applying
a cross-correlation approach.

The signal µ̂i is then computed as µ̂i = QRSi − µi.

The template HeartCode H is finally obtained by applying
the basic template computation algorithm to µ̂i.



D. Matching

This step computes the matching score as the Hamming
distance between the templates. Given two templates HA and
HB , the matching score is obtained as:

Matching Score = ‖HA ⊗HB‖ , (4)

where ‖‖ represents the norm, and ⊗ is the XOR operator.

IV. EXPERIMENTAL RESULTS

The performed experiments aim to evaluate the effect of the
proposed quantization approach on the recognition accuracy
and to analyze the entropy of the template HeartCode.

Experiments have been conducted on a significantly large
biometric dataset of Holter acquisitions performed in un-
controlled conditions during a relevant time interval. The
dataset consists in signals obtained from the E-HOL-03-0202-
003 (Intercity Digital Electrocardiogram Alliance – IDEAL)
database [24]. This database is composed by digital 24-
hours Holter recordings (SpaceLab-Burdick Inc.) from 202
individuals. Data have been collected in a single session.
The number of samples acquired from males corresponds
to the one acquired from females. The signals have been
acquired performed without any restrain or control on the
user’s activities.

Since performing tests using all the data of the Holter
database requires very high computational time, we have
selected a subset of samples for our evaluations. The dataset is
composed by 8400 samples with a duration ∆t = 300 seconds,
regarding 140 Holter acquisitions from 140 individuals.

The parameters of the Log-Gabor filters used by the
demodulation algorithm are: f0 = 0.56 and σ = 0.5.

The number of QRS signals composing the vectors V is
equal to 16.

A. Performance

The performance of the proposed approach has been eval-
uated in different configurations and compared with our best
correlation-based method in order to estimate the effect of the
template quantization on the system accuracy. The compared
methods are:

• Best correlation-based method - as a reference, we
have used the biometric recognition method presented
in [10]. For each lead i, this method computes the
maximum normalized cross-correlation between every
QRS of the vectors VA and VB (16 × 16 normalized
cross-correlations). The maximum similarity score ob-
tained on the three leads of the Holter acquisitions is
considered as the matching score.

• HeartCode (no normalization) - in order to evaluate
the effect of the template normalization, the proposed
approach has been applied without performing the
template normalization.

• HeartCode - the proposed approach has been applied
in its standard configuration, performing the template
normalization. For each of the condisedered140 indi-
viduals, a single sample not pertaining to the testing
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Fig. 4. ROC curves obtained by the correlation-based method described
in [10] (Correlation-based) and by the proposed approach based on binary
templates (HeartCode) on the same dataset.

TABLE I. ACCURACY OF THE PROPOSED APPROACH.

EER FNMR (%) @ FNMR (%) @

Method (%) FMR = 5% FMR = 1%

HeartCode (no normalization) 12.98 18.55 34.10

HeartCode 8.58 11.11 22.68

Best correlation-based method 7.01 7.85 16.35

dataset has been used to compute the average heartbeat
of the population. The shape of the QRS complex is
on average very similar across different subjects (in
fact, medical doctors use divergences from a common
pattern to detect pathologies, which induce heart en-
largements). Therefore, we have used a pooled average
pattern computed over the entire population.

The performed tests regard 35,275,800 identity compar-
isons (8400 × 8399/2). The obtained Receiver Operating
Characteristic (ROC) curves are shown in Fig. 4, and the
numerical results are reported in Table I.

It is possible to observe that the proposed template nor-
malization method reduces the EER from 12.98% to 8.58%.

The recognition accuracy, however, is lower than the refer-
ence correlation-based method [10]. As an example, the EER
is increased from 7.01% to 8.58%. Nevertheless, the obtained
accuracy can be considered as satisfactory for a wide range of
ECG recognition applications.

An important advantage of the proposed approach consists
in the simple and fast matching strategy. The recognition
method based on the template HeartCode drastically reduces
the matching time with respect to the reference correlation-
based technique. The matching time, in fact, has been reduced
from 112 µs to 1 µs. The reported values are related to
non-optimized implementations in C language executed on a
computer with Windows 7, Intel Xeon 3.3 GHz processor, and
8Gb of RAM.

B. Statistical Properties of the HeartCode

As first level of analysis of HartCode templates in crypto-
graphic applications, we have evaluated the probability distri-
bution of the bits pertaining to the obtained binary strings.
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Fig. 5. Probability of obtaining templates HeartCode with bit j equal to 1, P [H(j) = 1]: (a) HeartCode (no normalization), lead 1; (b) HeartCode (no
normalization), lead 2; (c) HeartCode (no normalization), lead 3; (d) HeartCode, lead 1; (e) HeartCode, lead 2; (f) HeartCode, lead 3. The template normalization
strategy improves the statistical properties of the HeartCode.

We have analyzed templates obtained from 8400 sam-
ples using both the simplified version of the proposed ap-
proch (HeartCode no normalization), and the configuration
of the method performing the template normalization (Heart-
Code). In the first case, we obtained mean {P [H(j) = 1]} =
42.19%. The standard configuration of the method obtained
mean {P [H(j) = 1]} = 51.20%.

For each bit j of the binary strings, we have then evaluated
the probability P (H(j) = 1). The histograms of the obtained
values are shown in Fig. 5. It is possible to observe that
the proposed template normalization strategy allows both to
increase the recognition accuracy (Fig. 4) and to improve
the statistical properties of the template HeartCode since the
probability of a bit to be equal to 1 is closer to 50%.

V. CONCLUSION

In this paper, we presented a novel approach for bio-
metric recognition systems based on ECG signals, which
constructs templates consisting in binary strings (HeartCode)
and performs identity comparisons by computing the Hamming
distance between templates.

The presented approach obtained results comparable to
more mature ECG recognition methods, with an Equal Error
Rate (EER) of 8.58% on a dataset of 8400 samples obtained
from Holter acquisitions performed in uncontrolled conditions.

The template HeartCode also showed promising statistical
properties that make it suitable for cryptographic applications.

Future works should regard the optimization of the family
of wavelets adopted in the template creation and the application

of the approach in template protection schemes.
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